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#### Abstract

Multitask learning aims to improve the performance on related tasks by exploring the interdependence among them. Existing multitask learning methods explore the relatedness among tasks on the basis of the input features and the model parameters. In this paper, we focus on nonparametric multitask learning and propose to measure task relatedness from a novel perspective in a reproducing kernel Hilbert space (RKHS). Past works have shown that the objective function for a given task can be approximated using the top eigenvalues and corresponding eigenfunctions of a predefined integral operator on an RKHS. In our method, we formulate our objective for multitask learning as a linear combination of two sets of eigenfunctions, common eigenfunctions shared by different tasks and unique eigenfunctions in individual tasks, such that the eigenfunctions for one task can provide additional information on another and help to improve its performance. We present both theoretical and empirical validations of our proposed approach. The theoretical analysis demonstrates that our learning algorithm is uniformly argument stable and that the convergence rate of the generalization upper bound can be improved by learning multiple tasks. Experiments on several benchmark multitask learning data sets show that our method yields promising results.
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## I. Introduction

IN RECENT years, multitask learning has been widely studied in various fields, such as metric learning [1]-[3], image and video research [4], and disease prediction [5], [6]. The main advantage of multitask learning is the ability to explore the intrinsic interdependence among different tasks, through which all tasks can benefit each other. As a result,

[^0]multitask learning methods usually achieve better performance than single-task learning methods.

The key challenge of multitask learning is measuring the relationships among different tasks. Existing multitask learning methods can be categorized into two classes based on the methods used to measure the task relationships. In the first class of methods, it is assumed that related tasks share a set of common features [7]-[10], while in the second class of methods, it is assumed that different tasks share some common parameters [10]-[14]. Both classes of methods involve the imposition of direct regularizations, on either features or parameters, to learn the relatedness of multiple tasks. However, some of these regularizations are too strong, making the objective functions difficult to solve.

In this paper, we propose a novel multitask learning algorithm that utilizes a different measure of task relatedness. Unlike previous methods, in which task relatedness is measured using common features or model parameters, our method measures the interdependence among tasks through the relatedness of eigenfunctions. The objective function for a particular task, in a manner similar to regression, can be approximated as a linear combination of the top eigenvalues of a predefined integral operator on a reproducing kernel Hilbert space (RKHS) [15]-[17]. In our method, we assume that related tasks share a set of common eigenfunctions and that each task also has a set of unique eigenfunctions, which are sparse. We formulate our objective function as a linear combination of both sets of eigenfunctions, such that the functions associated with one task may provide additional information to benefit others. Moreover, since the eigenfunctions can be explicitly computed from the input features with an associated kernel function, our method can be readily extended to any type of kernel version. Please note that our method is not suitable for parametric multitask learning problems [18].

We propose an efficient optimization algorithm for solving our objective function, which has two regularization terms. One is an L1-norm regularization to guarantee the sparsity of the task-specific eigenfunctions. The other is an L2-norm regularization on the shared eigenfunctions to constrain the complexity of the trained model. We present a theoretical analysis to show that our learning algorithm is uniformly argument stable, meaning that the output is not sensitive to subtle changes in the input. In addition, we show that the convergence rate of the generalization upper bound is related to the number of training samples and the number of tasks. This means that when either the training set size or the number
of tasks increases, the generalization error will decrease. Our experimental results obtained on benchmark data sets further validate our proposed approach.

The remainder of this paper is organized as follows. In Section II, we briefly review related works. We present the details of our proposed algorithm and the optimization algorithm in Section III, and we derive a theoretical analysis to demonstrate the effectiveness of the proposed multitask learning method in Section IV. We report experimental results obtained on several landmark data sets in Section V. We conclude this paper and discuss future work in Section VI.

## II. Related Work

Recent works have demonstrated the success and development of multitask learning in various domains [1], [7], [19]-[23]. In traditional single-task learning methods, related tasks are learned separately, and the positive interactions among different tasks are ignored, which lead to a loss of valuable information regarding the data distribution. Given the drawbacks of single-task learning methods, multitask learning has been proposed to explore the intrinsic relatedness among different tasks through the joint learning of multiple tasks. Proper measurements of task relatedness can help to gain additional information on all tasks, particularly when the number of training data is insufficient. Additional information gained from other tasks can help to compensate for the lack of training samples. Consequently, multitask learning is applied with the goal of improving the performance on all tasks.

Given the successful applications of multitask learning, various traditional single-task learning methods have been extended to multitask learning algorithms. For example, support vector machine (SVM) [24], as one of the most popular machine learning algorithms, has been investigated in various multitask learning studies [11], [25]-[27]. Evgeniou and Pontil [11] proposed a classic SVM-based multitask learning framework, which has been referenced by many other researchers. In the proposed regularized multitask learning method, it is assumed that the hyperplanes of all tasks are close to one central hyperplane with an offset. Li et al. [25] extended the proximal SVM approach into a multitask learning framework to improve the efficiency of multitask learning. The proposed multitask proximal vector machine model can be solved explicitly with high efficiency and comparable performance. Jebara [26] proposed learning a common feature selection and kernel selection for multitask SVMs with maximum entropy discrimination. Metric learning has also been extended to a multitask learning framework. Parameswaran and Weinberger [1] studied multitask large margin nearest neighbor metric learning and achieved much better performance than that achieved with single-task large margin nearest-neighbor metric learning. Ma et al. [2] applied multitask distance metric learning for person reidentification and achieved considerably improved performance. In their approach, multiple distance metrics are learned jointly to measure the distances of images from different camera pairs.

In recent years, multitask deep learning has been applied in various research fields. Zhang et al. [28] utilized multitask
deep learning to improve the robustness of facial landmark detection by simultaneously considering correlated tasks such as head pose estimation and facial attribute inference. Liu et al. [29] applied multitask deep learning in video thumbnail selection, using two highly related data sets to explore query-thumbnail relevance. In the work of Zhang et al. [30], multitask deep convolutional neural networks were utilized to improve performance in multiview face detection. The constructed multitask deep neural networks were simultaneously trained for face/nonface decisions, face pose estimation, and facial landmark localization.

Due to the good performance of multitask learning in various applications, some researchers have attempted to theoretically demonstrate the merits of multitask learning [21], [23], [31], [32]. Liu et al. [31] proposed an algorithm-dependent generalization bound for multitask learning based on algorithmic stability. Subject to a mild assumption regarding the feature structures, the authors observed that the functions associated with other tasks can be viewed as regularizers for a given task. Li et al. [21] proposed the use of the RKHS of vector-valued functions as a hypothesis space for multitask classification. They derived an improved empirical Rademacher complexity-based generalization bound and discussed the relationship between a group lasso regularizer and the proposed hypothesis space. An algorithm for multitask learning from unlabeled data was proposed by Ando and Zhang [32]. Their paper presented a general framework for formulating the structural learning problem and analyzed it theoretically. Maurer et al. [23] applied sparse coding in multitask learning and transfer learning. Their paper adopted the assumption that the parameters of tasks can be approximated well through a sparse linear combination of the atoms of a high-dimensional dictionary, and a generalization error bound for the proposed approach was given. All these works have presented valid theoretical analyses of multitask learning.

Multitask learning is based on the assumption that the tasks to be learned are indeed related. However, the method for measuring the relatedness among different tasks is always a key problem. Common feature representation sharing and common parameter sharing are two popular methods of exploring the relatedness among multiple tasks. Among methods based on feature sharing, Argyriou et al. [7] proposed a convex multitask feature learning (CMTL) algorithm with L21-norm regularization of the parameters. This regularization has the ability to ensure the learning of a sparse feature representation shared across different tasks. Zhang and Yeung [33] proposed a convex formulation for multitask learning that can be used to estimate task relationships automatically. Ciliberto et al. [34] proposed a general computational framework for multitask learning in which a priori knowledge of the task structure is encoded with a convex penalty. In the setting of that paper, some previous proposals could be recovered as special cases. A nonconvex multitask sparse feature learning method was proposed by Gong et al. [9]. The authors noted the drawbacks of previous convex formulations of multitask feature learning and argued that the proposed method could achieve a better parameter estimation error bound that could be achieved with a convex formulation.


Fig. 1. Framework of our proposed EMTL method. Three different tasks are considered in this figure. We first explicitly learn the top eigenfunctions from the input features for each task. Then, all tasks are learned jointly to identify a set of shared eigenfunctions from among those for all tasks. Because of the uniqueness of each task, each task also has another set of sparse basis eigenfunctions that represent its unique characteristics. The final model for each task is approximated as a combination of the shared eigenfunctions and the particular eigenfunctions in each task.

Considering methods based on parameter sharing, Rai and Daume [14] proposed a nonparametric Bayesian model that captures task relatedness under the assumption that the task parameters share a latent subspace. In addition, the proposed method can use both labeled and unlabeled data to assist in learning this subspace, leading to further improvement in performance. Xue et al. [12] proposed an efficient multitask learning algorithm based on a Dirichlet process-based statistical model. The proposed algorithm can automatically group similar tasks whose training data might be drawn from similar distributions.

In most of these methods, task relatedness is measured directly by means of regularizations applied to features from the training data or to the model parameters. However, some regularizations are too strict, and the objective functions are difficult to optimize. For example, in the method proposed in [7], the features are regularized with an L21-norm regularization, which assumes that all tasks share a subset of features. This assumption is too strong because it ignores the possibility that some tasks may have features that are not shared with other tasks. In addition, the objective function is nonconvex because of the L21-norm regularization. It is difficult to solve such nonconvex problems directly. Instead, such a problem must be transformed into an equivalent convex optimization problem for efficient computation. In addition, the extension of such methods to kernel methods is usually complicated, and thus, the resulting methods are difficult to implement. For example, the method proposed in [33] has a convex formulation for multitask learning. However, when it is extended to a kernel version, the objective function must be changed, and the optimization procedure becomes more complex.

## III. Eigenfunction-Based Multitask Learning Method

In this section, we present the details of our eigenfunctionbased multitask learning (EMTL) method. We first introduce
the algorithm for approximating the target function using eigenfunctions and then describe our EMTL method, followed by an iterative optimization algorithm for optimizing the objective function.

The framework of our EMTL method is illustrated in Fig. 1, where we consider three different tasks. Each task is associated with a set of features that are used to learn the eigenfunctions for that task. All the tasks are then learned jointly using the eigenfunctions from all tasks. We assume that all tasks share a set of eigenfunctions and that each task also has a sparse set of task-specific eigenfunctions that represent its characteristics. The final model for each task can be approximated as a combination of the shared eigenfunctions and its task-specific eigenfunctions.

## A. Explicit Eigenfunction Learning

Here, we give a brief introduction to the algorithm for learning explicit eigenfunctions from features to approximate the target function, which is mainly inspired by [15] and [16]. Suppose that we have a data set of $n$ samples, $D_{t}=$ $\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{n}, y_{n}\right)\right\}$, where $x_{i} \in \mathcal{X}$ denotes the $i$ th input feature from a compact manifold in the Euclidean space $\mathbb{R}^{m}$ and $y_{i} \in \mathcal{Y}$ is the corresponding output in the Euclidean space $\mathbb{R}$. Let $\mathcal{Z}=\mathcal{X} \times \mathcal{Y}$, with a Borel probability measure $\rho$. In addition, let $\rho_{\mathcal{X}}$ be the marginal probability on $\mathcal{X}$, and let $\rho(y \mid x)$ be the conditional probability of $y$ given $x$. In this paper, we mainly focus on the regression problem $y=f(x)$, where $f(\cdot)$ is our target function. Then, the regression function $f_{\rho}(x)$ can be formulated as follows:

$$
\begin{equation*}
f_{\rho}(x)=\int_{Y} y d \rho(y \mid x) \tag{1}
\end{equation*}
$$

Our goal is to approximate an accurate prediction function $f_{\rho}(x)$ using the given training data in an RKHS. Let $K(\cdot, \cdot)$ : $\mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ be a Mercer kernel, and let $\mathcal{H}_{K}$ be an RKHS associated with the Mercer kernel $K(\cdot, \cdot)$. An integral operator
$L_{K}$ on $\mathcal{H}_{K}$ is defined as follows:

$$
\begin{equation*}
L_{K}(f)=\int_{\mathcal{X}} K(\cdot, x) f(x) d \rho \mathcal{X}(x), \quad f \in \mathcal{H}_{K} \tag{2}
\end{equation*}
$$

Let $\left(\Phi_{i}(x), \lambda_{i}\right), i=1,2, \ldots, n$, be the eigenfunctions and eigenvalues of $L_{K}$ ranked in descending order of the eigenvalues, where the eigenfunctions $\Phi_{i}(x), i=1,2, \ldots, n$, form an orthonormal basis of $\mathcal{H}_{K}$. The regression function $f(x)$ can be approximated by a linear combination of the top $m$ eigenfunctions with nonzero eigenvalues of $L_{K}$ [15]. This function can be formulated as follows:

$$
\begin{equation*}
f(x)=\sum_{i=1}^{m} C_{i} \Phi_{i}(x) \tag{3}
\end{equation*}
$$

where $m$ is the number of top eigenfunctions that are used to approximate the target regression function and can be determined empirically. $C_{i}$ is the coefficient of the $i$ th eigenfunction $\Phi_{i}(\cdot)$. The eigenpairs $\left(\lambda_{i}, \Phi_{i}(\cdot)\right)$ can be explicitly found from the given features of the training data as follows. Let $\mathbb{K}:\left(K\left(x_{i}, x_{j}\right)\right)_{i, j=1}^{n}$ be the Gramian matrix formed by the kernel $K(\cdot, \cdot)$ with the training data, and let $d \leq n$ be the rank of the Gramian matrix. The eigenvalues are arranged in descending order as $\hat{\lambda}_{1} \geq \cdots \geq \hat{\lambda}_{d} \geq \hat{\lambda}_{d+1}=\cdots=\hat{\lambda}_{n}$, and the corresponding eigenvectors are $\left\{\hat{u}_{i}\right\}_{i=1}^{n}$, which form an orthonormal basis of $\mathbb{R}^{n}$. We thus have

$$
\begin{align*}
\lambda_{i} & =\frac{\hat{\lambda}_{i}}{n} \\
\Phi_{i}(\cdot) & =\frac{1}{\sqrt{\hat{\lambda}_{i}}} \sum_{j=1}^{n}\left(\hat{u}_{i}\right)_{j} K\left(\cdot, x_{j}\right), \quad \text { for } i=1, \ldots, d \tag{4}
\end{align*}
$$

Since the eigenfunctions can be explicitly computed, our goal is to obtain their corresponding coefficients. In Section III-B, we propose our EMTL algorithm, which uses these explicitly computed eigenfunctions. The coefficients for all tasks are jointly learned by means of their shared set of eigenfunctions.

## B. Eigenfunction-Based Multitask Learning Algorithm

Suppose that we have $T$ different tasks, each of which is related to a set of data $D_{t}=\left\{\left(x_{t 1}, y_{t 1}\right),\left(x_{t 2}, y_{t 2}\right), \ldots\right.$, $\left.\left(x_{t n_{t}}, y_{t n_{t}}\right)\right\}$, where $n_{t}$ is the number of training samples for task $t$. We first compute the eigenpairs $\left\{\lambda_{t i}, \Phi_{t i}(\cdot)\right\}$ for task $t$ according to (4), where $\lambda_{t i}$ is the eigenvalue and $\Phi_{t i}$ is the corresponding eigenfunction. For clarity of notation, we rewrite the eigenpairs for task $t$ as follows. Let $d_{t} \leq n_{t}$ be the rank of the Gramian matrix $\left(K\left(x_{t i}, x_{t j}\right)_{i, j=1}^{n_{t}}\right)$. We order the eigenvalues as $\hat{\lambda}_{t 1} \geq \cdots \geq \hat{\lambda}_{d_{t}} \geq \hat{\lambda}_{d_{t}+1}=\cdots=\hat{\lambda}_{n_{t}}=0$, and the associated eigenvectors are $\left\{\hat{\mu}_{t i}\right\}_{t i=1}^{n_{t}}$. We have

$$
\begin{align*}
\lambda_{t i} & =\frac{\hat{\lambda}_{t i}}{n_{t}} \\
\Phi_{t i}(\cdot) & =\frac{1}{\sqrt{\hat{\lambda}_{t i}}} \sum_{j=1}^{n_{t}}\left(\mu_{t i}\right)_{j} K\left(\cdot, x_{t j}\right), \text { for } i=1, \ldots, d_{t} . \tag{5}
\end{align*}
$$

Our method measures the relatedness of different tasks through the eigenfunctions $\left\{\Phi_{t i}(\cdot)\right\}$. We assume that some
eigenfunctions are shared among the tasks and that the eigenfunctions for one task may benefit the others. To prevent all tasks from being performed similarly due to the influence of the shared eigenfunctions, our model maintains a set of nonshared eigenfunctions for each task. The objective of our EMTL method is formulated as follows:

$$
\begin{align*}
\min _{C_{t}, C_{0}} \frac{1}{T} \sum_{t=1}^{T} \frac{1}{n_{t}} \sum_{i=1}^{n_{t}}\left(\sum _ { j = 1 } ^ { d } \left(C_{t j}+\right.\right. & \left.\left.C_{0 j}\right) \Phi_{j}\left(x_{t i}\right)-y_{t i}\right)^{2} \\
& +\gamma\|C\|_{1}+\beta\left\|\Phi^{\top} C_{0}\right\|_{2}^{2} \tag{6}
\end{align*}
$$

where $C=\left[C_{1}, C_{2}, \ldots, C_{T}\right]$ and $d=d_{1}+d_{2}+\cdots+d_{T}$, with the latter denoting the total number of eigenfunctions identified from all tasks. The eigenfunctions from all tasks, $\left\{\Phi_{t i}(\cdot)\right\}_{i=1}^{d_{t}}, t=1, \ldots, T$, are combined into a single complete set, $\left\{\Phi_{j}(\cdot)\right\}_{j=1}^{d}$.

To consider the effects of $(1 / T)$ and $\left(1 / n_{t}\right)$, we adopt the notation $\Phi\left(x_{t i}\right)=\left[\Phi_{1}\left(x_{t i}\right) \times\left(1 / \sqrt{T n_{t}}\right), \Phi_{2}\left(x_{t i}\right) \times\right.$ $\left.\left(1 / \sqrt{T n_{t}}\right), \ldots, \Phi_{d}\left(x_{t i}\right) \times\left(1 / \sqrt{T n_{t}}\right)\right]^{\top} \in \mathbb{R}^{d}$ to represent a vector of the values of all eigenfunctions given the input $x_{t i}$. In addition, $X_{t}=\left[x_{t 1}, x_{t 2}, \ldots, x_{t n_{t}}\right] \in$ $\mathbb{R}^{m \times n_{t}}$ denotes the data matrix from task $t$, and $\Phi\left(X_{t}\right)=$ $\left[\Phi\left(x_{t 1}\right), \Phi\left(x_{t 2}\right), \ldots, \Phi\left(x_{t n_{t}}\right)\right] \in \mathbb{R}^{d \times n_{t}}$ is a matrix of the values of all eigenfunctions given the training data for task $t$. Let $\Phi$ denote a matrix with entries corresponding to the values of all eigenfunctions given the inputs from all tasks, $\Phi=\left[\Phi\left(X_{1}\right), \Phi\left(X_{2}\right), \ldots, \Phi\left(X_{T}\right)\right] . C_{0} \in \mathbb{R}^{d}$ is the vector of the coefficients of the shared eigenfunctions, and $C_{0 j}$ denotes the $j$ th entry of the vector $C_{0} . C_{t} \in \mathbb{R}^{d}$ is the coefficient vector for the task-specific eigenfunctions of task $t$. The first term in the objective function is the loss between the prediction output and the ground truth. The second term is the regularization of the coefficients $C_{t}$. We constrain $C_{t}$ using an L1-norm regularization, which leads to a sparse set of coefficients. The third term is a Tikhonov regularization of $C_{0}$ with a Tikhonov matrix $\Phi$, which controls the complexity of the model. $\gamma$ and $\beta$ are two tradeoff parameters, which can be determined empirically. If $(\gamma / \beta)$ is set at a large value, then the coefficient vector $C_{t}$ will tend toward zero; in this case, all tasks are closely related and tend to share most eigenfunctions, with few or no task-specific eigenfunctions. By contrast, when the value $(\gamma / \beta)$ approaches zero, we obtain small values of the coefficients in $C_{0}$ that correspond to the shared eigenfunctions, in which case, the above-mentioned objectives can be viewed as $T$ separate single-task learning problems that are very weakly related.

Let $\left\{\hat{C}_{t}\right\}_{t=1}^{d}$ and $\hat{C}_{0}$ be the solutions to the above-mentioned objective functions. Our target regression function for task $t$ can be written as follows:

$$
\begin{equation*}
f_{t}\left(x_{t i}\right)=\sum_{j=1}^{d}\left(\hat{C}_{t j}+\hat{C}_{0 j}\right) \Phi_{t j}\left(x_{t i}\right) \tag{7}
\end{equation*}
$$

where $x_{t i}$ is the $i$ th input for task $t$ and $f_{t}\left(x_{t i}\right)$ is the predicted value for task $t$ with input $x_{t i}$.

## C. Optimization Algorithm

In this section, we present our iterative algorithm for optimizing the above-mentioned objective function (6) with
respect to $C_{0}$ and $\left\{C_{t}\right\}_{t=1}^{T}$. The details of the algorithm are given in Algorithm 1.

It is difficult to obtain the closed-form solution $\left(\left\{C_{t}\right\}_{t=1}^{T}, C_{0}\right)$ to the objective function because of the shared coefficients $C_{0}$. We therefore iteratively optimize the objective function with respect to $C_{0}$ and $\left\{C_{t}\right\}_{t=1}^{T}$. We first optimize the objective function with respect to the parameter vector $C_{0}$ by fixing the parameter vectors $\left\{C_{t}\right\}_{t=1}^{T}$. For simplicity and clarity of notation, we introduce some additional variables and rewrite the formulation given in (6). Recall that $\Phi\left(x_{t i}\right)=\left[\Phi_{1}\left(x_{t i}\right) \times\left(1 / \sqrt{T n_{t}}\right), \Phi_{2}\left(x_{t i}\right) \times\right.$ $\left.\left(1 / \sqrt{T n_{t}}\right), \ldots, \Phi_{d}\left(x_{t i}\right) \times\left(1 / \sqrt{T n_{t}}\right)\right]^{\top} \in \mathbb{R}^{d}$ is a vector of the values of all eigenfunctions given the input $x_{t i}$, that $X_{t}=\left[x_{t 1}, x_{t 2}, \ldots, x_{t n_{t}}\right] \in \mathbb{R}^{m \times n_{t}}$, and that $\Phi\left(X_{t}\right)=\left[\Phi\left(x_{t 1}\right), \Phi\left(x_{t 2}\right), \ldots, \Phi\left(x_{t n_{t}}\right)\right] \in \mathbb{R}^{d \times n_{t}}$ is a matrix of the values of all eigenfunctions given the training data for task $t$. The optimization with respect to $C_{0}$ requires the training data for all tasks. Therefore, we adopt the notation $\Phi(X)=\operatorname{bdiag}\left(\Phi\left(X_{1}\right), \Phi\left(X_{2}\right), \ldots, \Phi\left(X_{T}\right)\right) \in \mathbb{R}^{d T \times N}$, where $\operatorname{bdiag}\left(\Phi\left(X_{1}\right), \Phi\left(X_{2}\right), \ldots, \Phi\left(X_{T}\right)\right)$ is a block diagonal matrix whose diagonal entries correspond to the outputs of all eigenfunctions given the data for task $t$, that is,

$$
\Phi(X)=\left(\begin{array}{llllll}
\Phi\left(X_{1}\right) & & & & \\
& \Phi\left(X_{2}\right) & & & \\
& & \cdot & & \\
& & & \cdot & & \\
& & & & \cdot & \\
& & & & & \Phi\left(X_{T}\right)
\end{array}\right)
$$

$N$ denotes the total number of training samples for all tasks, as follows:

$$
N=n_{1}+n_{2}+\cdots+n_{T} .
$$

The output for all tasks is denoted by $Y=$ $\left[Y_{1}^{\top}, Y_{2}^{\top}, \ldots, Y_{T}^{\top}\right]^{\top} \in \mathbb{R}^{N}$, where $Y_{t}=\left[y_{t 1} \times\left(1 / \sqrt{T n_{t}}\right), y_{t 3} \times\right.$ $\left.\left(1 / \sqrt{T n_{t}}\right), \ldots, y_{t n_{t}} \times\left(1 / \sqrt{T n_{t}}\right)\right]^{\top}$, considering the effects of $(1 / T)$ and $\left(1 / n_{t}\right)$ in (6). In addition, let $\hat{C}=\left[C_{1}^{\top}, C_{2}^{\top}, \ldots, C_{T}^{\top}\right]^{\top} \in \mathbb{R}^{d T}$, let $I$ be the identity matrix of dimension $d$, and let $I_{0}=[\underbrace{I, I, \ldots, I}_{T}]^{\top} \in \mathbb{R}^{d T \times d}$.
We introduce a new variable $\hat{C}_{0}=I_{0} \times C_{0}$. By ignoring the regularization term $\gamma\|C\|_{1}$, the formulation given in (6) can then be reformulated as follows:

$$
\begin{equation*}
\min _{C_{0}}\left\|Y-\Phi(X)^{\top}\left(\hat{C}_{0}+\hat{C}\right)\right\|_{2}^{2}+\beta\left\|\Phi^{\top} C_{0}\right\|_{2}^{2} \tag{8}
\end{equation*}
$$

We replace $\hat{C}_{0}$ with $I_{0} \times C_{0}$ and rewrite the above-mentioned objective as a standard L2-norm regularized regression problem

$$
\begin{equation*}
\min _{C_{0}}\left\|Y-\Phi(X)^{\top}\left(I_{0} \times C_{0}+\hat{C}\right)\right\|_{2}^{2}+\beta\left\|\Phi^{\top} C_{0}\right\|_{2}^{2} \tag{9}
\end{equation*}
$$

The solution to this L2-norm regularized problem can be explicitly obtained as follows:

$$
\begin{align*}
& C_{0}=\left(I_{0}^{\top} \Phi(X) \Phi(X)^{\top} I_{0}+\beta \Phi^{\top} \Phi\right)^{-1} \\
& \times\left(I_{0}^{\top} \Phi(X) Y-I_{0}^{\top} \Phi(X) \Phi(X)^{\top} \hat{C}\right) \tag{10}
\end{align*}
$$

With the explicit solution for the shared coefficients $C_{0}$ obtained by fixing $\left\{C_{t}\right\}_{t=1}^{T}$, we then optimize $\left\{C_{t}\right\}_{t=1}^{T}$ by fixing $C_{0}$. The optimization of $\left\{C_{t}\right\}_{t=1}^{T}$ can be separated into $T$ different tasks when $C_{0}$ is fixed. For task $t$, the optimization problem can be reformulated with the additional variables as follows:

$$
\begin{equation*}
\min _{C_{t}}\left\|\Phi\left(X_{t}\right)^{\top}\left(C_{t}+C_{0}\right)-Y_{t}\right\|_{2}^{2}+\gamma\left\|C_{t}\right\|_{1} \tag{11}
\end{equation*}
$$

which is a standard L1-norm regularized regression problem. Such L1-norm regularized regression problems have been extensively investigated in the past and can be solved using various methods, such as those presented in [35]-[38]. The final iterative optimization algorithm is given in Algorithm 1.

## D. Time Complexity Analysis

We now present an analysis of the computational complexity of Algorithm 1. In Algorithm 1, the computational cost mainly arises from the optimization of (9) and (11). Note that the eigenpairs in the first step of Algorithm 1 can be computed ahead of time and stored for the following optimization steps. Equation (10) is the closed-form solution to (9), and it can be reformulated as follows:

$$
\begin{align*}
C_{0}=\left(I_{0}^{\top} \Phi(X) \Phi(X)^{\top}\right. & \left.I_{0}+\beta \Phi^{\top} \Phi\right)^{-1} \\
& \times I_{0}^{\top} \Phi(X) \times\left(Y-\Phi(X)^{\top} \hat{C}\right) \tag{12}
\end{align*}
$$

The computation of $\left(I_{0}^{\top} \Phi(X) \Phi(X)^{\top} I_{0}+\beta \Phi^{\top} \Phi\right)$ has a time complexity of $O\left(N T d^{2}\right)$, and the computation of $I_{0}^{\top} \Phi(X)$ also has a time complexity of $O\left(N T d^{2}\right)$. In addition, the computation of $\left(Y-\Phi(X)^{\top} \hat{C}\right)$ has a time complexity of $O(N T d)$. Considering that the inversion of the matrix $\left(I_{0}^{\top} \Phi(X) \Phi(X)^{\top} I_{0}+\beta \Phi^{\top} \Phi\right)$ has a time complexity of $O\left(d^{3}\right)$, the final computational time complexity for solving problem (9) is $O\left(N T d^{2}+d^{3}\right)$, which depends on the number of training data for all tasks, the number of tasks and the number of selected top eigenfunctions. For (11), the computational time complexity is $O\left(n_{t} d^{2}+d^{3}\right)$ if we solve it using the least angle regression algorithm [38]. The optimization of (11) must be performed for all tasks; therefore, the total time complexity of solving $\left\{C_{t}\right\}_{t=1}^{T}$ is $O\left(N d^{2}+d^{3}\right)$. Suppose that Algorithm 1 runs for $M$ iterations; then, the final time complexity is $M \times O\left(N T d^{2}+d^{3}\right)$. From this time complexity analysis, we can conclude that the time complexity of our proposed algorithm is independent of the dimensionality of the original data. We can control the time complexity by varying the number of selected top eigenfunctions. Consequently, our proposed method is more suitable than other methods for high-dimensional multitask learning problems.

## IV. Theoretical Analysis

In this section, we present a theoretical analysis to demonstrate how the proposed method can better learn shared information. Since $C_{0}^{\top} \Phi$ represents the commonly shared parameters and $C_{t}^{\top} \Phi$ represents the specific parameters for the $t$ th task, we will focus on analyzing the learning properties for $C_{0}^{\top} \Phi$. Specifically, we show that the proposed method is

```
Algorithm 1 Iterative Optimization Algorithm for EMTL
    Input: Input data sets \(D_{t}, t=1,2, \ldots, T\); initialize the variables \(C_{0}\) and \(\left\{C_{t}\right\}_{t=1}^{T}\) and the trade-off parameters \(\gamma\) and \(\beta\).
    Output: Shared coefficients \(C_{0}\) and coefficients for each specific task \(\left\{C_{t}\right\}_{t=1}^{T}\).
    Explicitly compute the eigenpairs \(\left\{\lambda_{t i}, \Phi_{t i}\right\}_{i=1}^{d_{t}}\) for all tasks using formulation (5)
    while (not converged) do
        Compute \(C_{0}=\operatorname{argmin}\left\|Y-\Phi(X)^{\top}\left(I_{0} \times C_{0}+\hat{C}\right)\right\|_{2}^{2}+\beta\left\|\Phi^{\top} C_{0}\right\|_{2}^{2}\).
        for \(t=1\) to T do
            Compute \(C_{t}=\operatorname{argmin}\left\|\Phi\left(X_{t}\right)^{T}\left(C_{t}+C_{0}\right)-Y_{t}\right\|_{2}^{2}+\gamma\left\|C_{t}\right\|_{1}\).
        end for
    end while
```

argument stable [39] for learning $C_{0}^{\top} \Phi$ and that the generalization bound for learning $C_{0}^{\top} \Phi$ has a convergence rate of $O(1 / \sqrt{n T})$, which enables the proposed learning algorithm to generalize quickly and accurately from a small training sample when the number of tasks is large.

We first introduce the notion of argument stability [39], which measures the impact of changing a single training example on the function selected by the learning algorithm. Intuitively, the learning algorithm is stable if its outputs are not sensitive to subtle changes in the input, or in other words, if the outputs do not change much when the changes in the input training samples are small.

Definition 1 (Uniform Argument Stability [39]): Let $D=$ $\left\{\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)\right\}$ be a training set consisting of $n$ pairs of independent random variables. Let $C_{0, D}^{\top} \Phi_{D}$ denote the output of a learning algorithm obtained by exploiting the input training set $D$. We say that the learning algorithm is $\alpha(n)$-uniformly argument stable if for all $i \in\{1, \ldots, n\}$, it holds that

$$
\begin{equation*}
\left\|C_{0, D}^{\top} \Phi_{D}-C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right\| \leq \alpha(n) \tag{13}
\end{equation*}
$$

where $\alpha(n) \in \mathbb{R}_{+}$and $D^{i}=\left\{\left(X_{1}, Y_{1}\right), \ldots,\left(X_{i-1}, Y_{i-1}\right)\right.$, $\left.\left(X_{i}^{\prime}, Y_{i}^{\prime}\right),\left(X_{i+1}, Y_{i+1}\right), \ldots,\left(X_{n}, Y_{n}\right)\right\}$ represents the training set $D$ with the $i$ th sample replaced with an independent copy of $\left(X_{i}^{\prime}, Y_{i}^{\prime}\right)$.

We show that the algorithm for learning the commonly shared parameter $C_{0}$ in (6) is uniformly argument stable.

Theorem 1: If we assume that the variables $\|C\|_{2},\|\Phi(x)\|_{2}$, $K(x, x)$, and $Y$ are upper bounded by $\wedge_{C}, \wedge_{\phi}, \wedge_{K}^{2}$, and $\wedge_{Y}$, respectively, then the algorithm for learning $C_{0}$ in (6) is uniformly argument stable, that is,

$$
\begin{align*}
& \left\|C_{0, D}^{\top} \Phi_{D}-C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right\| \\
& \quad \leq \frac{2\left(2 \wedge_{C} \wedge_{\Phi}+\wedge_{Y}\right) \wedge_{K}}{\beta \min \left\{n_{1}, \ldots, n_{T}\right\} T}+\sqrt{\frac{4\left(2 \wedge_{C} \wedge_{\Phi}+\wedge_{Y}\right) \wedge_{C} \wedge_{\Phi}}{\beta \min \left\{n_{1}, \ldots, n_{T}\right\} T}} . \tag{14}
\end{align*}
$$

To prove Theorem 1, we first introduce the notion of the Bregman divergence.
Definition 2 (Bregman Divergence): Let $f$ be a convex function. For any $s$ and $t$ in its domain, the Bregman divergence is defined as

$$
\begin{equation*}
B_{f}(s \| t)=f(s)-f(t)-\langle s-t, \nabla f(t)\rangle \tag{15}
\end{equation*}
$$

where $\nabla f(t)$ denotes the gradient of $f$ at $t$.

It is easy to prove that the Bregman divergence is additive and nonnegative. For example, if $f=f_{1}+f_{2}$ and both $f_{1}$ and $f_{2}$ are convex, then for any $s$ and $t$ in the domain, we have

$$
\begin{equation*}
B_{f}(s \| t)=B_{f_{1}}(s \| t)+B_{f_{2}}(s \| t) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{f}(s \| t) \geq 0 \tag{17}
\end{equation*}
$$

We are now ready to prove Theorem 1. Let

$$
\begin{align*}
& L_{D}\left(C_{0}^{\top} \Phi\right) \\
& \quad=\frac{1}{T} \sum_{t=1}^{T} \frac{1}{n_{t}} \sum_{i=1}^{n_{t}}\left(\sum_{j=1}^{d}\left(C_{t j}+C_{0 j}\right) \Phi_{j}\left(X_{t i}\right)-Y_{t i}\right)^{2} \tag{18}
\end{align*}
$$

and

$$
\begin{equation*}
P_{D}\left(C_{0}^{\top} \Phi\right)=\beta\left\|C_{0}^{\top} \Phi\right\|_{2}^{2}+\gamma\|C\|_{1} . \tag{19}
\end{equation*}
$$

The objective in (6) can be written as

$$
\begin{equation*}
O_{D}\left(C_{0}^{\top} \Phi\right)=L_{D}\left(C_{0}^{\top} \Phi\right)+P_{D}\left(C_{0}^{\top} \Phi\right) \tag{20}
\end{equation*}
$$

Note that $O_{D}$ and $P_{D}$ are both convex with respect to $C_{0}^{\top} \Phi$. Using the nonnegative and additive properties of the Bregman divergence, we have

$$
\begin{aligned}
& B_{O_{D}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}} \| C_{0, D}^{\top} \Phi_{D}\right)+B_{O_{D^{i}}}\left(C_{0, D}^{\top} \Phi_{D} \| C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right) \\
& \quad \geq B_{P_{D}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}} \| C_{0, D}^{\top} \Phi_{D}\right)+B_{P_{D^{i}}}\left(C_{0, D}^{\top} \Phi_{D} \| C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right)
\end{aligned}
$$

We attempt to upper bound $B_{O_{D}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}} \| C_{0, D}^{\top} \Phi_{D}\right)+$ $B_{O_{D^{i}}}\left(C_{0, D}^{\top} \Phi_{D} \| C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right)$ and lower bound $B_{P_{D}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}} \| C_{0, D}^{\top} \Phi_{D}\right)+B_{P_{D^{i}}}\left(C_{0, D}^{\top} \Phi_{D} \| C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right)$. Specifically, let $P 2_{D}\left(C_{0}^{\top} \Phi\right)=\beta\left\|C_{0}^{\top} \Phi\right\|_{2}^{2}$; then, we have

$$
\begin{aligned}
& B_{P_{D}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}} \| C_{0, D}^{\top} \Phi_{D}\right)+B_{P_{D^{i}}}\left(C_{0, D}^{\top} \Phi_{D} \| C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right) \\
& \geq B_{P 2_{D}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}} \| C_{0, D}^{\top} \Phi_{D}\right)+B_{P 2_{D^{i}}}\left(C_{0, D}^{\top} \Phi_{D} \| C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right) \\
&= \beta\left\|C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right\|_{2}^{2}-\beta\left\|C_{0, D}^{\top} \Phi_{D}\right\|_{2}^{2} \\
& \quad-\left\langle C_{0, D^{i}}^{\top} \Phi_{D^{i}}-C_{0, D}^{\top} \Phi_{D}, 2 \beta C_{0, D}^{\top} \Phi_{D}\right\rangle+\beta\left\|C_{0, D}^{\top} \Phi_{D}\right\|_{2}^{2} \\
&-\beta\left\|C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right\|_{2}^{2}-\left\langle C_{0, D}^{\top} \Phi_{D}-C_{0, D^{i}}^{\top} \Phi_{D^{i}}, 2 \beta C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right\rangle \\
&= 2 \beta\left\|C_{0, D^{i}}^{\top} \Phi_{D^{i}}-C_{0, D}^{\top} \Phi_{D}\right\|_{2}^{2} .
\end{aligned}
$$

We further upper bound $B_{O_{D}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}} \| C_{0, D}^{\top} \Phi_{D}\right)+$ $B_{O_{D^{i}}}\left(C_{0, D}^{\top} \Phi_{D} \| C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right)$

$$
\begin{align*}
B_{O_{D}} & \left(C_{0, D^{i}}^{\top} \Phi_{D^{i}} \| C_{0, D}^{\top} \Phi_{D}\right) \\
& +B_{O_{D^{i}}}\left(C_{0, D}^{\top} \Phi_{D} \| C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right) \\
= & O_{D}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}}^{\top}\right)-O_{D}\left(C_{0, D}^{\top} \Phi_{D}\right) \\
& -\left\langle C_{0, D^{i}}^{\top} \Phi_{D^{i}}-C_{0, D}^{\top} \Phi_{D}, \nabla O_{D}\left(C_{0, D}^{\top} \Phi_{D}\right)\right\rangle \\
& +O_{D^{i}}\left(C_{0, D}^{\top} \Phi_{D}\right)-O_{D^{i}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right) \\
& -\left\langle C_{0, D}^{\top} \Phi_{D}-C_{0, D^{i}}^{\top} \Phi_{D^{i}}, \nabla O_{D^{i}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right)\right\rangle \\
= & O_{D}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right)-O_{D}\left(C_{0, D}^{\top} \Phi_{D}\right)+O_{D^{i}}\left(C_{0, D}^{\top} \Phi_{D}\right) \\
& -O_{D^{i}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right) . \tag{21}
\end{align*}
$$

The second equality holds because $C_{0, D}^{\top} \Phi_{D}$ and $C_{0, D^{i}}^{\top} \Phi_{D^{i}}$ are the minimizers of $O_{D}\left(C_{0, D}^{\top} \Phi_{D}\right)$ and $O_{D^{i}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right)$, respectively, and $\nabla O_{D}\left(C_{0, D}^{\top} \Phi_{D}\right)=\nabla O_{D^{i}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right)=0$. Thus

$$
\begin{aligned}
& B_{O_{D}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}} \| C_{0, D}^{\top} \Phi_{D}\right) \\
& +B_{O_{D^{i}}}\left(C_{0, D}^{\top} \Phi_{D} \| C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right) \\
& =O_{D^{i}}\left(C_{0, D}^{\top} \Phi_{D}\right)-O_{D}\left(C_{0, D}^{\top} \Phi_{D}\right)+O_{D}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right) \\
& -O_{D^{i}}\left(C_{0, D^{i}}^{\top} \Phi_{D^{i}}\right) \\
& =\frac{1}{T n_{t}}\left(\sum_{j=1}^{d}\left(C_{t j}+C_{0 j, D}\right) \Phi_{j, D}\left(X_{t i}^{\prime}\right)-Y_{t i}^{\prime}\right)^{2} \\
& -\frac{1}{\operatorname{Tn}_{t}}\left(\sum_{j=1}^{d}\left(C_{t j}+C_{0 j, D}\right) \Phi_{j, D}\left(X_{t i}\right)-Y_{t i}\right)^{2} \\
& +\frac{1}{T n_{t}}\left(\sum_{j=1}^{d}\left(C_{t j}+C_{0 j, D^{i}}\right) \Phi_{j, D^{i}}^{\prime}\left(X_{t i}\right)-Y_{t i}\right)^{2} \\
& -\frac{1}{T n_{t}}\left(\sum_{j=1}^{d}\left(C_{t j}+C_{0 j, D^{i}}\right) \Phi_{j, D^{i}}^{\prime}\left(X_{t i}^{\prime}\right)-Y_{t i}^{\prime}\right)^{2} \\
& \left.\leq \frac{2\left(2 \wedge_{C} \wedge_{\Phi}+\wedge_{Y}\right)}{T n_{t}} \right\rvert\, \sum_{j=1}^{d}\left(C_{t j}+C_{0 j, D}\right) \Phi_{j, D}\left(X_{t i}^{\prime}\right) \\
& -\sum_{j=1}^{d}\left(C_{t j}+C_{0 j, D^{i}}\right) \Phi_{j, D^{i}}^{\prime}\left(X_{t i}^{\prime}\right) \left\lvert\,+\frac{2\left(2 \wedge_{C} \wedge_{\Phi}+\wedge_{Y}\right)}{T n_{t}}\right. \\
& \times \mid \sum_{j=1}^{d}\left(C_{t j}+C_{0 j, D}\right) \Phi_{j, D}\left(X_{t i}\right) \\
& -\sum_{j=1}^{d}\left(C_{t j}+C_{0 j, D^{i}}\right) \Phi_{j, D^{i}}^{\prime}\left(X_{t i}\right) \\
& \leq \frac{4\left(2 \wedge_{C} \wedge_{\Phi}+\wedge_{Y}\right) \wedge_{K}}{T n_{t}} \\
& \times\left\|\sum_{j=1}^{d}\left(C_{0 j, D} \Phi_{D}-C_{0 j, D^{i}} \Phi_{D^{i}}\right)\right\|_{2}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{8\left(2 \wedge_{C} \wedge_{\Phi}+\wedge_{Y}\right) \wedge_{C} \wedge_{\Phi}}{T n_{t}} \\
\leq & \frac{4\left(2 \wedge_{C} \wedge_{\Phi}+\wedge_{Y}\right) \wedge_{K}}{T n_{t}}\left\|C_{0, D}^{\top} \Phi_{j, D}-C_{0, D^{i}}^{\top} \Phi_{j, D^{i}}\right\|_{2} \\
& +\frac{8\left(2 \wedge_{C} \wedge_{\Phi}+\wedge_{Y}\right) \wedge_{C} \wedge_{\Phi}}{T n_{t}} . \tag{22}
\end{align*}
$$

Combining (21) and (22), we obtain

$$
\begin{align*}
2 \beta \| & C_{0, D}^{\top} \Phi_{j, D}-C_{0, D^{i}}^{\top} \Phi_{j, D^{i}} \|_{2}^{2} \\
\leq & \frac{4\left(2 \wedge_{C} \wedge_{\Phi}+\wedge_{Y}\right) \wedge_{K}}{T n_{t}}\left\|C_{0, D}^{\top} \Phi_{j, D}-C_{0, D^{i}}^{\top} \Phi_{j, D^{i}}\right\|_{2} \\
& +\frac{8\left(2 \wedge_{C} \wedge_{\Phi}+\wedge_{Y}\right) \wedge_{C} \wedge_{\Phi}}{T n_{t}} \tag{23}
\end{align*}
$$

We then have

$$
\begin{align*}
& \left\|C_{0, D}^{\top} \Phi_{j, D}-C_{0, D^{i}}^{\top} \Phi_{j, D^{i}}\right\|_{2} \\
& \quad \leq \frac{2\left(2 \wedge_{C} \wedge_{\Phi}+\wedge_{Y}\right) \wedge_{K}}{\beta T n_{t}}+\sqrt{\frac{4\left(2 \wedge_{C} \wedge_{\Phi}+\wedge_{Y}\right) \wedge_{C} \wedge_{\Phi}}{\beta T n_{t}}} . \tag{24}
\end{align*}
$$

Theorem 1 implies that when the training set is changed by one example, the change in the output $C_{0}^{\top} \Phi$ will vanish as the training set size $n$ or the number of tasks $T$ goes to infinity. This is the property of algorithmic stability, which can be used to derive the generalization bound [40]. By employing the result of Liu et al. [39] (Theorem 2 therein), we can easily derive a deformed generalization bound for the proposed algorithm with respect to the parameter $C_{0, D}^{\top} \Phi_{D}$. This deformed generalization upper bound will have a convergence rate of $O(1 / \sqrt{n T})$ with respect to the training set size $n$ and the number of tasks $T$, which implies that with an increase in either the training set size $n$ or the number of tasks $T$, the generalization error will decrease. Specifically, in the proof of Theorem 1, we can see that the convergence rate of $O(1 / \sqrt{n T})$ is introduced because of $C_{t}$. If $C_{t}=0$, then the generalization bound for learning the commonly shared parameter will converge faster, with a rate of $O(1 / n T)$. The advantage of multitask learning has thus been demonstrated for learning $C_{0, D}^{\top} \Phi_{D}$. The empirical validations presented in Section V also support these theoretical results.

The generalization error measures the difference between the training and testing errors. A small generalization error bound does not imply a small test error. A small testing error should additionally be based on a small training error. The choice of $\Phi$ in this paper also essentially guarantees a small training error in (6) because it guarantees a small reconstruction error in the feature space. Then, (7) functions similar to a representer theorem but with a clear structure of commonly shared parameters in the multitask learning setting.

## V. Experiments

In this section, we present and analyze experimental results obtained on three benchmark multitask learning data sets to demonstrate the effectiveness of our proposed multitask

TABLE I
Comparison of Results Obtained on the School Data Set Using the MSE

| Training Ratio | KRR | FSTL | FSTL_M | CMTL | CMTS | MTRL | EMTL |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10 \%$ | $11.68 \pm 0.18$ | $11.81 \pm 0.17$ | $12.03 \pm 0.19$ | $11.66 \pm 0.17$ | $11.81 \pm 0.14$ | $11.39 \pm 0.14$ | $\mathbf{1 0 . 3 6} \pm \mathbf{0 . 1 3}$ |
| $20 \%$ | $11.19 \pm 0.13$ | $11.31 \pm 0.16$ | $11.20 \pm 0.14$ | $10.89 \pm 0.13$ | $10.90 \pm 0.12$ | $10.78 \pm 0.13$ | $\mathbf{1 0 . 2 9} \pm \mathbf{0 . 1 2}$ |
| $30 \%$ | $10.89 \pm 0.14$ | $11.01 \pm 0.18$ | $10.85 \pm 0.15$ | $10.67 \pm 0.14$ | $10.54 \pm 0.13$ | $10.59 \pm 0.14$ | $\mathbf{1 0 . 1 9} \pm \mathbf{0 . 1 3}$ |

TABLE II
Comparison of Running Times (Seconds) on the School Data Set

| Training ratio | KRR | FSTL | FSTL_M | CMTL | CMTS | MTRL | EMTL |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10 \%$ | $0.023 \pm 0.002$ | $0.462 \pm 0.003$ | $3.892 \pm 0.193$ | $4.203 \pm 0.061$ | $1.003 \pm 0.057$ | $59.871 \pm 0.760$ | $3.875 \pm 0.038$ |
| $20 \%$ | $0.035 \pm 0.003$ | $0.599 \pm 0.008$ | $5.670 \pm 0.198$ | $30.174 \pm 0.137$ | $6.273 \pm 0.149$ | $134.330 \pm 1.061$ | $15.520 \pm 0.579$ |
| $30 \%$ | $0.048 \pm 0.002$ | $0.675 \pm 0.005$ | $8.167 \pm 0.303$ | $96.401 \pm 0.386$ | $17.450 \pm 0.265$ | $224.959 \pm 4.611$ | $22.695 \pm 0.039$ |

learning algorithm. The three data sets used in our experiments are the School data set, ${ }^{1}$ the Computer data set [41], and the Isolet data set. ${ }^{2}$ These three data sets have been widely used for evaluating the effectiveness of multitask learning in various works [1], [7], [9], [11], [25]. The experimental results of our proposed EMTL method are compared with those of three single-task learning algorithms and several state-of-the-art multitask learning methods. The first two single-task learning methods are kernel ridge regression (KRR) and a single-task learning method based on explicitly learned eigenfunctions feature-based single task learning (FSTL) [15]. The third single-task learning method is FSTL_multiple (FSTL_M), which is based on FSTL but considers the eigenfunctions learned from all tasks. The multitask learning methods are CMTL [7], multitask relationship learning (MTRL) [33], and the convex learning of multiple tasks and their structure (CMTS) [34]. These multitask learning methods are representative methods that have achieved promising performance on various multitask learning data sets. Consequently, comparisons with these methods can sufficiently demonstrate the effectiveness of our proposed method.

## A. School Data Set

The School data set is one of the most widely used multitask learning data sets. It was collected from the Inner London Education Authority. This data set consists of 139 tasks, each of which corresponds to the prediction of examination scores at one secondary school. The provided data include the examination scores of 15362 students from 139 secondary schools in 1985, 1986, and 1987. Each sample includes four school-dependent features, three student-dependent features, and the year of the examination. The four school-dependent features are the percentage of students eligible for free school meals, the percentage of students in voltage regulator (VR) band one, the school denomination, and the school's gender composition. The three student-dependent features are gender, ethnic group, and VR band. To ensure fair comparisons with the other methods, we considered 27-dimensional binary variables for each sample, following the same setup as in previous multitask learning studies [7], [33], [42].

[^1]To evaluate the effectiveness of our proposed multitask learning method, we randomly selected $10 \%, 20 \%$, or $30 \%$ of the data for each task as the training data. The remaining samples were split into the validation set and the test set. To avoid statistical outliers, we repeated this selection process $10 \times$ for all methods, and we reported the mean performance and the standard deviation across the 10 trials. All methods utilized an radial basis function (RBF) kernel, and the best parameters for different tasks were selected based on the validation set. The number of top eigenfunctions was also empirically selected based on the validation set. If all nonzero eigenvalues and their corresponding eigenvectors were used, the best performance would be achieved. However, this approach would also increase the computation time of our proposed algorithm. We therefore attempted to reduce the number of eigenfunctions used for each task in our proposed method while guaranteeing its performance. For the School data set, the top 10 eigenvectors were used in our method. We evaluated the performances of all regression methods using mean squared error (MSE). The results are shown in Table I.
From the results shown in Table I, we can conclude that all multitask learning methods outperformed two of the single-task learning methods, further demonstrating the effectiveness of multitask learning compared with single-task learning. Notably, our proposed EMTL algorithm consistently performed the best as the training ratio increased from $10 \%$ to $30 \%$. The FSTL_M method, which used the eigenfunctions from all tasks without considering how the eigenfunctions were shared among tasks, performed the worst. This poor performance might be caused by the introduction of noise from other tasks. We can also conclude that the proposed method effectively measures the relatedness among tasks, particularly when the number of training samples is insufficient. In singletask learning, sufficient information about the distribution of the training data cannot be obtained when limited data are provided. By contrast, our proposed method extracts more information by considering the relatedness among different tasks. In addition, our proposed method achieves better performance using $10 \%$ of the training data than other methods achieve using $30 \%$ of the training data.
To better illustrate the computational efficiencies, we compared the running times of all methods on a PC with a $4.0-\mathrm{GHz}$ Intel Core CPU and 16 GB of memory. The results

TABLE III
Comparison of Results Obtained on the Computer Data Set Using the MSE

| Method | MSE |
| :--- | :---: |
| KRR | 2.03 |
| FSTL | 1.98 |
| FSTL_M | 1.98 |
| CMTL | $\mathbf{1 . 8 5}$ |
| CMTS | 1.88 |
| MTRL | 1.92 |
| EMTL | $\mathbf{1 . 8 4}$ |

are shown in Table II. Note that the running time is the total time required to solve all tasks and that the experiments were repeated $10 \times$. The mean time and standard deviation are reported. We can conclude that multitask learning algorithms require much more time than single-task learning algorithms. Our proposed EMTL method has a much lower time cost than CMTL and MTRL. CMTS is the most efficient method. This result is mainly because CMTS has closed-form solutions for each step. However, the cost time of our EMTL method is comparable to that of CMTS as the number of training samples increases, and our proposed EMTL method achieves much better performance.

## B. Computer Data Set

In this section, we report on the experiments conducted on the Computer data set, which contains people's ratings of computer products [41]. This data set includes the results of a survey of 180 people who rated their tendency to buy 20 different computers. Each person is regarded as one task, following the same experimental setup as in previous works. Each computer is represented by a 13 -dimensional binary feature vector, which includes telephone hotline availability, amount of memory, screen size, CPU speed, hard disk, CD-ROM/multimedia, cache, color, availability, warranty, software, guarantee, and price. The output is an integer rating that scales from 0 to 10 . To facilitate computation, one dimension representing the bias term was added. Following the same setup used in previous works, the first eight examples from each person were used as training data, and the last four examples were used as test data. We chose the top eight eigenfunctions from each task to approximate the final regression function. We used the same evaluation measurement, the MSE, as used on the School data set to evaluate the performance. All methods used an RBF kernel, and the best parameters were selected based on the validation set.

The results are reported in Table III, based on which we conclude that the multitask learning methods outperform the single-task learning methods. Our proposed EMTL method and CMTL exhibit the best performance, with similar MSE values. In addition, we show the running times of all methods on the Computer data set in Table IV, and conclusions similar to those obtained on the School data set can be drawn.

We also illustrate the learned shared coefficients $C_{0}$ and task-specific coefficients $C=\left[C_{1}, C_{2}, \ldots, C_{T}\right]$. For the Computer data set, the training data for each task are the same. Consequently, the explicitly learned eigenfunctions for each task are also the same. This is the reason why FSTL and FSTL_M achieve the same MSE and the same

TABLE IV
Comparison of Running Times (Seconds) on the Computer Data Set

| Method | Running Time (s) |
| :--- | :---: |
| KRR | $0.1080 \pm 0.0181$ |
| FSTL | $0.9018 \pm 0.0234$ |
| FSTL_M | $0.9018 \pm 0.0234$ |
| CMTL | $17.2972 \pm 0.1657$ |
| CMTS | $1.0830 \pm 0.0592$ |
| MTRL | $19.4653 \pm 0.1030$ |
| EMTL | $1.4678 \pm 0.1536$ |



Fig. 2. Illustration of the absolute values of the eight shared coefficients $\left(C_{0}\right)$ learned from the Computer data set. Black areas denote zero values, and the value increases as the color changes from black to white. Only the coefficient of the 6th eigenfunction is close to zero, which means that all tasks share seven eigenfunctions, leading to high relatedness.


Fig. 3. Illustration of the absolute values of the nonshared coefficients for individual tasks learned from the Computer data set. The coefficients of the task-specific eigenfunctions are sparse.
computation time. We only have to learn the coefficients for all tasks from the selected top eight eigenfunctions. The absolute values of the learned coefficients are shown in Figs. 2 and 3.

TABLE V
Comparison of Results Obtained on the Isolet Data Set Using the MSE

| Training ratio | KRR | FSTL | FSTL_M | CMTL | CMTS | MTRL | EMTL |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10 \%$ | $5.03 \pm 0.19$ | $5.17 \pm 0.15$ | $5.14 \pm 0.07$ | $5.47 \pm 0.19$ | $4.61 \pm 0.13$ | $4.17 \pm 0.05$ | $\mathbf{3 . 9 8} \pm \mathbf{0 . 0 4}$ |
| $20 \%$ | $4.40 \pm 0.06$ | $4.71 \pm 0.06$ | $4.73 \pm 0.11$ | $4.84 \pm 0.10$ | $4.07 \pm 0.06$ | $3.96 \pm 0.02$ | $\mathbf{3 . 8 0} \pm \mathbf{0 . 0 2}$ |
| $30 \%$ | $4.14 \pm 0.05$ | $4.58 \pm 0.06$ | $4.52 \pm 0.06$ | $4.60 \pm 0.07$ | $3.84 \pm 0.04$ | $3.87 \pm 0.05$ | $\mathbf{3 . 7 0} \pm \mathbf{0 . 0 8}$ |

TABLE VI
Comparison of Running Times (Seconds) on the Isolet Data Set

| Training ratio | KRR | FSTL | FSTL_M | CMTL | CMTS | MTRL | EMTL |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10 \%$ | $0.005 \pm 0.001$ | $0.111 \pm 0.021$ | $0.163 \pm 0.011$ | $1.415 \pm 0.019$ | $0.169 \pm 0.027$ | $11.245 \pm 0.060$ | $0.721 \pm 0.033$ |
| $20 \%$ | $0.0162 \pm 0.003$ | $0.281 \pm 0.025$ | $0.506 \pm 0.021$ | $4.847 \pm 0.191$ | $0.880 \pm 0.020$ | $24.080 \pm 0.099$ | $3.4175 \pm 0.096$ |
| $30 \%$ | $0.054 \pm 0.006$ | $0.6001 \pm 0.027$ | $0.628 \pm 0.013$ | $13.90 \pm 0.079$ | $1.849 \pm 0.033$ | $38.854 \pm 0.068$ | $7.925 \pm 0.170$ |

TABLE VII
Comparison of Results Obtained on Five Isolet Tasks Using the MSE

|  | KRR | FSTL | FSTL_M | CMTL | CMTS | MTRL | EMTL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Task 1 | $3.83 \pm 0.12$ | $4.22 \pm 0.10$ | $4.24 \pm 0.12$ | $4.26 \pm 0.12$ | $\mathbf{3 . 6 5} \pm \mathbf{0 . 1 3}$ | $3.77 \pm 0.12$ | $3.67 \pm 0.17$ |
| Task 2 | $3.92 \pm 0.13$ | $4.50 \pm 0.18$ | $4.40 \pm 0.15$ | $4.45 \pm 0.20$ | $\mathbf{3 . 7 1} \pm \mathbf{0 . 1 0}$ | $3.92 \pm 0.07$ | $3.75 \pm 0.10$ |
| Task 3 | $4.36 \pm 0.14$ | $4.68 \pm 0.14$ | $4.67 \pm 0.18$ | $4.87 \pm 0.16$ | $3.98 \pm 0.10$ | $3.93 \pm 0.08$ | $\mathbf{3 . 7 0} \pm \mathbf{0 . 0 7}$ |
| Task 4 | $4.41 \pm 0.09$ | $4.81 \pm 0.12$ | $4.70 \pm 0.15$ | $4.83 \pm 0.10$ | $4.01 \pm 0.07$ | $3.89 \pm 0.05$ | $\mathbf{3 . 7 4} \pm \mathbf{0 . 0 7}$ |
| Task 5 | $4.15 \pm 0.19$ | $4.68 \pm 0.15$ | $4.56 \pm 0.29$ | $4.59 \pm 0.23$ | $3.85 \pm 0.17$ | $3.81 \pm 0.10$ | $\mathbf{3 . 6 8} \pm \mathbf{0 . 1 5}$ |

Black areas denote zero values, and the value increases as the color changes from black to white. From Fig. 2, we find that the coefficient of the 6th eigenfunction is close to zero, which means that seven of the eight eigenfunctions are shared. From Fig. 3, we find that the coefficients of the task-specific eigenfunctions are sparse. We can conclude that the different tasks in the Computer data set are closely related. The reason the coefficient value for the second eigenfunction appears quite high compared to the rest of the values may be that the second eigenfunction is important to all tasks. This can also be seen in the results in Fig. 3. The task-specific coefficient for the second eigenfunction appears to be large for almost all tasks. Therefore, we can conclude that the second eigenfunction is the most important of the eigenfunctions to most of the tasks and should be shared among the tasks with a large coefficient.

## C. Isolet Data Set

We report the results of testing the performance of our proposed multitask learning method on the Isolet data set in this section. This data set concerns the pronunciation of the letters in the alphabet by 150 speakers. Each speaker spoke each letter twice; thus, 52 examples were collected from each speaker. The speakers are grouped into five groups: Isolet-1, Isolet-2, Isolet-3, Isolet-4, and Isolet-5. Thus, there are five tasks, one corresponding to each of these five groups, which contain 1560, 1560, 1560, 1558, and 1559 samples, respectively. Each letter is related to a label (1-26), and we treat all tasks as regression problems, following [9]. We randomly selected $10 \%, 20 \%$, or $30 \%$ of the data as the training set, and the rest of the data was split into the validation set and the test set. To avoid statistical outliers in the experimental results, we repeated all experiments five times, and we reported the mean performance with the standard deviation. An RBF kernel
was used in all methods, and the best parameters were selected based on the validation set. We again used the MSE to evaluate the performance of each method.

Based on the results shown in Table V, we can again conclude that all of the multitask learning methods except CMTL outperform the single-task learning methods. This result is because considering the sharing of common features across tasks is not an adequate means of measuring the relatedness among tasks in the Isolet data set. In addition, the performance of FSTL_M is similar to that of FSTL. This finding indicates that FSTL_M cannot learn additional information about the data from the eigenfunctions of other tasks without considering the shared eigenfunctions. Our proposed EMTL method consistently achieved the best performance across the different training ratios. These findings demonstrate that measuring task relatedness through eigenfunctions enables better exploration of the information contained in this data set that can be achieved with the other methods. In addition, we present the running times of all methods in Table VI, using the same settings as for the School data set. We can again obtain conclusions similar to those found in the School data set and the Computer data set.

In Table VII, we present additional experimental results to enable an analysis of the performance improvement on each task when our proposed method is used. This experiment was conducted with $30 \%$ of the data as the training set and the remaining data split into the validation set and the test set. All experiments were repeated five times to avoid statistical outliers, and the best parameters were selected based on the validation set. Based on the performance of the single-task learning methods, we can conclude that the difficulty varies among the different tasks and that task 4 is the most difficult one. Compared with the single-task learning methods, all of the multitask learning methods except CMTL showed


Fig. 4. Sensitivity analysis of EMTL with respect to the parameter $\gamma$.


Fig. 5. Sensitivity analysis of EMTL with respect to the parameter $\beta$.
improved performance on all tasks. For the more difficult tasks, limited information about the distribution of the data was available from their training data. However, multitask learning methods can extract more shared information relevant to these tasks, leading to performance improvements. Our proposed multitask learning method effectively measures the relatedness among tasks and significantly improves the performance on all tasks, particularly difficult ones.

## D. Sensitivity Analysis of EMTL

In this section, we report experiments conducted to analyze the sensitivity of our proposed EMTL method to the regularization parameters $\beta$ and $\gamma$. All experiments were conducted on the School data set with a training ratio of $10 \%$.

All parameters, including $\beta$ and $\gamma$, were selected to achieve the best performance on the validation set for all experiments in this paper. We conducted a grid search of $\beta$ and $\gamma$ within the set $\left\{10^{-3}, 10^{-2}, 10^{-1}, 1,10,10^{2}, 10^{3}\right\}$. For the School data set, we used an RBF kernel with a bandwidth of 10 . As seen from experiments on the validation set, the best performance was achieved with parameter values of $\gamma=100$ and $\beta=1$. Consequently, we analyzed the sensitivity of EMTL to $\gamma$ with a fixed value of $\beta=1$ and analyzed the sensitivity of EMTL to $\beta$ with a fixed value of $\gamma=100$. The results are shown in Figs. 4 and 5. From these results, we can

TABLE VIII
Comparisons Between Our Proposed Method and the Second Best Method in Terms of $P$-Values

| Training ratio | School Dataset | Isolet Dataset |
| :--- | :--- | :--- |
| $10 \%$ | $1.25 \times 10^{-13}$ | $2.49 \times 10^{-4}$ |
| $20 \%$ | $3.73 \times 10^{-9}$ | $2.42 \times 10^{-4}$ |
| $30 \%$ | $1.08 \times 10^{-5}$ | $9.35 \times 10^{-4}$ |

conclude that the performances in the experiments were better for $\gamma$ values larger than 10 and $\beta$ values near 1 . These findings indicate that the coefficients $\left\{C_{t}\right\}_{t=1}^{T}$ of the task-specific eigenfunctions tend to be smaller than the coefficients $C_{0}$ of the shared eigenfunctions. Therefore, the shared eigenfunctions play a more important role, and for each task, additional valuable information can be obtained from the training data associated with other tasks. The performances on all tasks should improve in such a situation.

## E. Analysis of $P$-Values

In this section, we present an analysis of $p$-values obtained using the $t$-test to show that our proposed method is statistically significantly better than the next best method. We performed $t$-tests only on the School data set and the Isolet data set because the training and test samples in the Computer data set are fixed.

From Table I, we can see that on the School data set, MTRL performs the second best when the training ratio is $10 \%$ or $20 \%$ and that CMTS performs the second-best when the training ratio is $30 \%$. We therefore compare our EMTL method with MTRL for training ratios of $10 \%$ and $20 \%$ and with CMTS for a training ratio of $30 \%$. Similarly, we compare our EMTL method with MTRL for training ratios of $10 \%$ and $20 \%$ and with CMTS for a training ratio of $30 \%$ on the Isolet data set. The results are shown in Table VIII. We can conclude that our proposed method performs significantly better than the second-best methods, as the $p$-values are substantially smaller than 0.05 for all training ratios on both data sets.

## VI. Conclusion

In this paper, we propose a method for learning multiple tasks from a new perspective. Unlike previous multitask learning methods, in which task relatedness is measured through parameter sharing or feature sharing, our proposed multitask learning method learns task relationships by considering a shared set of eigenfunctions. These eigenfunctions can be explicitly learned and easily extended to any kernel type. Consequently, we only have to learn a set of shared coefficients for all tasks and a set of task-specific coefficients for each task. The objective function can be optimized by means of an iterative algorithm, which divides the optimization problem into two subproblems: L2-norm regularized regression and L1-norm regularized regression. We also present a detailed theoretical analysis to demonstrate that our proposed algorithm is uniformly argument stable and that the convergence rate of the generalization upper bound is related to the number of training samples and the number of tasks. The findings
imply that learning multiple tasks simultaneously can help improve performance. Various experiments were conducted on several multitask learning data sets, and the experimental results demonstrate the effectiveness of our proposed method.
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